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 Rater: a person that rates ratees’ responses to constructed response tasks

 Scoring rubrics: a set of criteria with descriptors for different levels of 
performance

 Criterion score: a rating for a criterion

 Task score: the total score of all ratings for a ratee’s performance on a task

DEFINITIONS OF TERMS
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MANY FACETS IN PERFORMANCE ASSESSMENT

 Ratings assigned to responses do NOT depend only on items & tasks:

– Item/task difficulty

– Student ability

 Other facets may affect ratings (e.g., raters and rating criteria)

– Rater consistency / reliability + Rater severity / leniency

– Rating criteria goodness of fit

What factors can affect students’ scores on a 

constructed response task?
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 Rater consistency

A tendency of a rater to assign the same scores to papers of the same 
performance levels (at both criterion level and task level)

 Rater severity

A tendency of a rater to assign scores that on average are lower than 
expected if the scores given by other raters to the same group of test takers 
are taken into consideration. 

 Rater leniency

A tendency of a rater to assign scores that on average are higher than 
expected if the scores given by other raters to the same group of test takers are 
taken into consideration

DEFINITIONS OF TERMS
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RATING BEHAVIOURS

How do you know if a rater is consistent and 

appropriate in rating?
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 MFRM models are mathematical models constructed to explain the relationship 
among facets. It performs the logistic transformation of ratios of successive category 
probabilities.

 Independent variables: test takers, raters, task, criteria

 Dependent variables: probability of getting a score category

 Raters are analysed based on their ratings to all the students they rate.

 Raters are analysed in relation to one another. 

RATER ANALYSIS USING MANY-FACET RASCH MEASUREMENT (MFRM)
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 The MFRM simultaneously and independently analyses the impact of different 

facets and calibrates the impact into one common log-linear scale (logit 

scale). 

 Students’ ability levels are controlled for, so ratings can be fairly evaluated.

 Rater severity is controlled for, so examinee measures can be calculated

(i.e., independent of the variation in rater severity). 

 It gives a fair measure of the students’ performance – measures that would 

be obtained if raters were equally lenient/harsh.

RATER ANALYSIS USING MANY-FACET RASCH MEASUREMENT
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 Papers are at least double-marked.

 Raters need at least 50 score points (13 papers x 4 criterion scores) for 
stable estimation of rater measures (Linacre, 1994). 

 Raters are linked via common papers.

DATA COLLECTION

Single marked               Double marked Double marked, rater linked
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 Example of another way to link papers:

 Papers can be distributed among raters in many different ways, as long as raters
are linked to one another by each pair marking a few common papers.

DATA COLLECTION
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 Criterion scores recorded for all raters and                                                all 
all candidates.

 Students are coded (if necessary). 

 Raters are coded (if necessary).

 Control file are written with specifications                                                           
of the model.

 Data is analysed using Facets (Linacre, 2015).

DATA ENTRY, MANIPULATION, AND ANALYSIS
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OUTPUT – ALL FACET VERTICAL ‘RULERS’
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 Degree of consistency: Goodness of fit

SOME EVALUATION CRITERIA 

 Reliability (Rater separation index): As close to 0 as possible => higher rater
agreement

 Degree of appropriateness: 

Commonly agreed: Measure/Standard error: ≥2.0 (harsh) or ≤-2.0 (lenient)

Definitely target: Measure/Standard error: ≥5.0 (harsh) or ≤-5.0 (lenient)
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OUTPUT – CRITERION MEASUREMENT REPORT

4                 2                                                         1                  3
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OUTPUT – RATER MEASUREMENT REPORT
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INTERPRETATION OF RESULTS

3              2               1                                                             4



16

OUTPUT – UNEXPECTED RESPONSES
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OUTPUT – CANDIDATE MEASUREMENT REPORT
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OUTPUT – CANDIDATE MEASUREMENT REPORT
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RATER ANALYSIS: PRACTICAL USE

 MFRM can evaluate all facets

 Rater performance

 Rating scale performance

 Student performance

 MFRM can help identify

 Consistent raters and inconsistent raters

 Appropriate, harsh or lenient markers

 Raters with instances of unexpected severe/lenient ratings

 Criteria that fit or do not fit the model

 Criteria are harder to mark accurately
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RATER ANALYSES: FEEDBACK AT MUELC

 Inform all raters of their rating performance

 Specify next steps

 Consistent and appropriate raters: 

 continue to refer to self-access sample bank

 do required online rater training tasks before next marking period

 Inconsistent, lenient, harsh raters: 

 continue to refer to self-access sample and benchmark bank 

 do required online rater training tasks before next marking period

 attend face-to-face rater training
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RATER ANALYSES: RATER TRAINING AT MUELC 

Message: to support teachers in their growth as raters and teachers

Set up of targeted rater training

 Target criteria that are harder to mark consistently and appropriately

 Go through online samples, awarded scores and benchmark comments

 Raters mark a sample on the spot and discuss scores 

 Raters reflect on previous marking behaviours and align their scores via 
the use of the rating scale. 

 Give feedback to raters during the training process
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THANK YOU ALL FOR YOUR ATTENTION!
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